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a b s t r a c t

We report quantitative results from three brittle thrust wedge experiments, comparing numerical results
directly with each other and with corresponding analogue results. We first test whether the participating
codes reproduce predictions from analytical critical taper theory. Eleven codes pass the stable wedge
test, showing negligible internal deformation and maintaining the initial surface slope upon horizontal
translation over a frictional interface. Eight codes participated in the unstable wedge test that examines
the evolution of a wedge by thrust formation from a subcritical state to the critical taper geometry. The
critical taper is recovered, but the models show two deformation modes characterised by either mainly
forward dipping thrusts or a series of thrust pop-ups. We speculate that the two modes are caused by
differences in effective basal boundary friction related to different algorithms for modelling boundary
friction. The third experiment examines stacking of forward thrusts that are translated upward along a
backward thrust. The results of the seven codes that run this experiment show variability in deformation
style, number of thrusts, thrust dip angles and surface slope. Overall, our experiments show that nu-
merical models run with different numerical techniques can successfully simulate laboratory brittle
thrust wedge models at the cm-scale. In more detail, however, we find that it is challenging to reproduce
sandbox-type setups numerically, because of frictional boundary conditions and velocity discontinuities.
We recommend that future numerical-analogue comparisons use simple boundary conditions and that
the numerical Earth Science community defines a plasticity test to resolve the variability in model shear
zones.

© 2016 Elsevier Ltd. All rights reserved.
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1. Introduction

Numerical and analogue models are frequently and successfully
used to investigate the evolution of deformation processes in the
crust and lithosphere. Analogue models are built of materials, such
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as sand, clay, wax, and silicone putty, to achieve a scaled repre-
sentation of a so-called natural prototype (Hubbert, 1937). Nu-
merical models can be designed at the actual scale of the problem,
but need to approximate Earth's materials and their deformation
behaviour with equations. The freedom in both model approaches,
in terms of choices of modelling method, material properties,
boundary conditions, and deformationmechanisms, could imply an
effect on model results. Most of these freedoms can be investigated
within the same software or analogue laboratory. The method
aspect is usually addressed in benchmark studies, that compare
results of simulations of the same experimental setup directly. Here
the numerical modelling community has a longer history (e.g.,
Blankenbach et al., 1989; Van Keken et al., 2008; Schmeling et al.,
2008; Crameri et al., 2012), than the analogue modelling commu-
nity where the first analogue benchmark study involving results of
five laboratories was reported by Schreurs et al. (2006). Because
numerical and analogue models approach similar deformation
problems with very different methods, it could be argued that the
confidence level in the findings of studies would increase if
analogue and numerical results were similar. Some studies have,
therefore, combined the two modelling techniques in their inves-
tigation of brittle or brittle-viscous deformation processes (e.g.,
Exadaktylos et al., 2003; Ellis et al., 2004; Panien et al., 2006a;
Nilfouroushan et al., 2012). Among the questions that arise is not
only the more fundamental question of how applicable the indi-
vidual methods are to the study of processes in the crust or litho-
sphere, but also whether numerical models can be directly
compared to analogue models.

Many analogue models use granular materials, such as quartz
sand, corundum sand, or microbeads, as their building material. It
is, therefore, often thought that numerical models that consist of an
assembly of particles, such as computed with the distinct element
method (DEM) (Cundall and Strack, 1979), would intrinsically be
best suited for simulating sand-like materials. The normal shear
zones forming horst-and-graben structures in the earlier DEM
models by Saltzer and Pollard (1992) and Saltzer (1992), for
example, resemble structures typically observed in analogue
models, while the later models of Seyferth and Henk (2006) and
Egholm et al. (2007) nicely capture most deformation structures of
corresponding analogue models of basin formation. It should be
kept in mind though that DEM particles cannot be equated with
sand grains and that one particle typically will correspond to
several grains. Several studies also show that methods that assume
a continuous medium, such as finite difference (FDM) or finite
element (FEM) methods, may successfully simulate granular ma-
terials. The Lagrangian FEM models of Crook et al. (2006), for
example, resemble the half-graben models of McClay (1990) in fair
detail. Encouraging agreement between results from finite element
and analogue models is also shown by, among others, Smart and
Couzens-Schultz (2001); Ellis et al. (2004); Panien et al. (2006a);
Le Pourhiet et al. (2006); and Nilfouroushan et al. (2012).

In connectionwith the GeoMod2004meeting, a series of models
investigated how well different numerical solution methods could
reproduce sandbox structures by comparing results of six numer-
ical codes for two prescribed setups to results of five analogue
laboratories (Schreurs et al., 2006; Buiter et al., 2006) (Fig. 1). To
first order, it was shown that numerical and analogue models
obtain a similar evolution with localisation of deformation onto
shear zones, and that different numerical techniques (FEM, FDM
and DEM) are capable of reproducing structures observed in the
analogue sandbox experiments. But the experiments also pointed
to variability among models in number of shear zones, their dip
angle and spacing, and in the evolution of surface slope for thrust
wedges. This formed our motivation to organise new comparison
experiments, with the aim to try to understand these differences in
a quantitative manner. Our new experiments focus on brittle thrust
wedges, because critical taper theory provides an analytical back-
ground for these setups (Davis et al., 1983; Dahlen et al., 1984) and
many previous studies investigated brittle thrust wedge behaviour
with analogue and numerical models (e.g., Cadell, 1890; Koyi, 1995;
Burbidge and Braun, 2002; Lohrmann et al., 2003; Simpson, 2011;
Buiter, 2012; Graveleau et al., 2012; Mary et al., 2013). Our three
thrust wedge setups resemble setups frequently used by especially
analogue models. Here, we present results of eleven numerical
codes, which use finite element, finite difference, boundary
element, and distinct element techniques. The companion paper of
Schreurs et al. (2016) presents the results of fifteen laboratories for
the same setups. The analogue models used the same quartz and
corundum sand, the same type of foil to cover the base and walls of
the model apparatus, and followed a model building protocol that
prescribed sieve structure, sifting height, and filling rate. Model
widths (parallel to the mobile wall) varied between 20 and 80 cm
among the laboratories, while model length was fixed (at 35 cm for
experiments 2 and 3). Despite the strict model protocol, the
analogue results show variability in especially surface slope, thrust
spacing, and number of forward and backward thrusts. These var-
iations show that even small changes in initial model buildinge the
human factor e may affect the mechanical properties of the sand
pack and it's boundary friction and thus cause variations that
impact model evolution.

2. Critical compressional wedges

Fold-and-thrust belts and accretionary wedges form in
compressional settings by offscraping of sediments and crustal
materials from a lower plate and stacking these in the foreland of
an orogen or at a subduction zone trench. This process has been
compared to a wedge of snow or soil accreting in front of a moving
bulldozer in a set of papers by Davis et al. (1983); Dahlen (1984),
and Dahlen et al. (1984). The material in front of the bulldozer will
deform until a so-called critical taper (a þ b) is reached, where a is
the surface dip angle and b the basal dip angle of the wedge
(Fig. 2a,b). If no further material is encountered, the wedge will
slide in a stable manner and not experience deformation. If new
material enters thewedge, thewedgewill grow self-similarly at the
critical taper value. The critical taper of a brittle wedge can be
derived under the assumptions that the material in the wedge is at
the verge of failure everywhere, the strength of the base does not
exceed the interior strength, the base is cohesionless, and brittle
failure occurs following pressure-dependent MohreCoulomb
behaviour:

���t��� ¼ C þ tanðfÞ
�
sn � Pf

�
(1)

t is the shear stress, sn the normal stress, 4 the angle of internal
friction, and Pf the pore fluid pressure. In this study, we only
consider dry wedges, for which the pore fluid pressures are zero.
The sands in the corresponding analogue experiments of Schreurs
et al. (2016) have not only an internal cohesion C, but also a basal
cohesion Cb. Whereas a cohesionless wedge (C ¼ 0) will have a
perfectly triangular form, the higher internal strength for a con-
stant cohesion wedge leads to a concave upward wedge shape
(decreasing taper angle towards the wedge toe) (Dahlen et al.,
1984). The effect of a basal cohesion is an increased resistance to
start sliding of the wedge over the base. This effect would be
strongest near the wedge toe (where normal stresses are smallest)
and the wedge is expected to have a convex upward shape there.
The analytical solutions of critical taper theory do not apply for
cases with basal cohesion, and our models are therefore not ex-
pected to follow the critical taper solution exactly near the wedge
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Fig. 1. A selection of results of the GeoMod2004 analogue and numerical thrust wedge comparison experiment (Buiter et al., 2006; Schreurs et al., 2006). a) A 3.5 cm high sand
package with an embedded microbeads layer is shortened by a mobile wall moving into the model domain. A pre-existing wedge of sand with a surface slope of 10� lies on top of
the sand layers, next to the mobile wall. b) Numerical results after 14 cm of shortening. I2ELVIS is a finite-difference model, LAPEX-2D a FLAC-type finite-difference model, and
microfem and SOPALE are arbitrary Lagrangian Eulerian finite-element models. A description of the codes is in Buiter et al. (2006). c) Analogue results after 14 cm of shortening. The
sections of Bern and IFP Rueil-Malmaison are CT scans through the centre of the model domain, whereas the sections of Parma and Pavia are sidewall observations. More details of
the analogue models are in Schreurs et al. (2006). Figures reproduced from Buiter et al. (2006) with permission from the Geological Society of London.
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toe.
The critical taper equation is:

aþ b ¼ jb � j0 (2)

a is the surface slope, b the basal slope and their sum (a þ b) the
taper angle, which should be positive (Fig. 2a,b). jb and j0 are the
angles between the maximum principal stress s1 and the base and
top of the wedge, respectively. For a cohesionless wedge:

jb ¼ 1
2
arcsin

�
sinfb

sinf

�
� 1
2
fb (3)

j0 ¼ 1
2
arcsin

�
sina
sinf

�
� 1
2
a (4)

fb is the angle of basal friction.
For a given basal dip angle, two values for surface dip angle lead

to admissible solutions for the critical taper (except at the extremes
of the basal dip domain) (Fig. 2a,b). Of these, the lower critical taper
value defines the boundary between the domain of subcritical
wedges and supercritical wedges. For supercritical wedges that are
in the stable regime, the requirement that the material in the
wedge is on the verge of failure everywhere is no longer valid.
However, wedges that are in the stable regime and that do not
accrete newmaterial, will slide stably, without deformation. This is
our first wedge experiment. Subcritical wedges will deform upon
compression towards the critical taper value. Our second and third
experiments start as subcritical wedges.
3. Modelling approach

3.1. Mechanical equations

The momentum equation for slow creeping flows is:

V,s0 � VP þ rg ¼ 0 (5)

s' is the deviatoric stress tensor (the full stress tensor s¼ s0 e P I), P
pressure, r density, and g gravitational acceleration (gx ¼ 0 and
gz ¼ �9.81 m s�2). Compressional stresses are positive. Conserva-
tion of mass is given by:
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Fig. 2. Wedge stability fields for quartz sand. a) Zoom of critical taper curves for
cohesionless sand at peak strength (4 ¼ 36� , fb ¼ 16� and C ¼ 0 Pa), cohesionless sand
at dynamic stable strength (4 ¼ 31�, fb ¼ 14� and C ¼ 0 Pa), and a cohesive sand at
peak strength with depth-dependent cohesion (4 ¼ 36� , fb ¼ 16� and
C ¼ 2000 Pa m�1 � depth, following Zhao et al. (1986)). Peak and dynamic stable
strengths as in panel c. b) Full stability field for cohesionless sand at peak strength. c)
Schematic plot of shear stress versus shear strain for sand (modified from Lohrmann
et al. (2003); Panien et al. (2006b)). Strain-softening from peak strength to dynamic-
stable strength correlates with sand dilation. We explicitly prescribe the plastic
strain-softening behaviour for our continuum numerical experiments.
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vr

vt
þ V,ðruÞ ¼ 0 (6)

u is the velocity. For incompressible materials vr
vt ¼ 0 and the

equation reduces to V$u ¼ 0.
3.2. Brittle rheology and material properties

The analogue wedges of Schreurs et al. (2016) are built of quartz
and corundum sands (Klinkmüller et al., 2016) (Table 1). These
sands are characterised by angle of internal friction 4, cohesion C,
and dilation j. Loading of sand first leads to limited elastic defor-
mation, followed by strain-hardening before failure at peak
strength (Fig. 2c). Further strain leads to softening until an often
stable dynamic strength is reached (Lohrmann et al., 2003; Panien
et al., 2006b). Shear bands form close to the peak strength at
maximum dilation rates, whereas the dynamic stable state is
associated with decreased decompaction rates. Because the peak
angle of internal friction varies with handling technique (i.e.,
sprinkling or pouring) (Krantz, 1991; Schellart, 2000; Lohrmann
et al., 2003), the analogue wedges in the companion paper have a
prescribed sieving height (20 cm) and rate (250 ml min�1)
(Schreurs et al., 2016). The values for internal angle of friction for
the quartz and corundum sands are reasonably well constrained,
but larger uncertainty exists in the boundary friction for quartz
sand (Table 1). However, the greatest variations occur in the values
for internal cohesion and boundary cohesion, because these are
obtained by linear extrapolation to zero normal stress on shear
stress versus normal load curves. We have strongly simplified the
cohesion values for our numerical experiments.

The formation of shear zones in the particle-based DEMmethod
most resembles the formation of shear bands in granular materials.
DEMmodels implicitly include dilation and its associated softening
behaviour. Finite-element and finite-difference methods usually
employ a DruckerePrager failure criterion which is a smooth
version of the angular MohreCoulomb failure criterion (Eq. (1)). In
stress invariants, the DruckerePrager criterion is:

se ¼ P sinfþ C cosf (7)

se is the effective shear stress as determined by the second

invariant of the stress tensor s (se ¼
�
1
2 sijsij

�1
2

) and total pressure P

is the mean stress.
The numerical material properties follow the analogue proper-

ties as closely as possible (Table 1). Sands initially have non-zero
value for the dilation angle, which will tend towards zero once a
shear band forms (Fig. 2c). However, we have no exact dilation
values for the sands used in Schreurs et al. (2016). Also, most of the
participating continuum codes are incompressible. For continuum
models, we therefore prescribe j ¼ 0 throughout and explicitly
prescribe softening from peak strength to stable strength. Softening
is simulated bya linear decrease of the peak angle of internal friction
to the stable angle over afinite strain interval of 0.5e1.0 (finite strain

is measured from the deviatoric strain tensor ε' as
�
1
2 ε

0
ijε

0
ij

�1
2

).

Boundary friction for ourmodels also shows softening behaviour. As
an aside, for associated flows (4¼ j), a unique shear zone dip angle
exists (the Coulomb angle, Section 3.3), but the dilation causes the
shear band to widen as it shears (Choi and Petersen, 2015). One
solution to this shear band expansion is to reduce the dilation angle
with accumulated strain, similar as to what would occur in sands
(Choi and Petersen, 2015). Because the bulk moduli of sand are on
the order of hundreds MPa to a GPa and stresses within the exper-
iments are 1e1000 Pa, we ignore the role of elasticity.

3.3. The dip angle of shear zones

In granular materials, the dip angle of shear bands with
maximum compressive stress s1 varies between the Roscoe (1970)
angle:



Table 1
Material properties (at cm-scale).

Parameter Numerical Analogue rangea

Quartz sand (n ¼ 5)
Density r (kg m�3) 1560 1560
Angle of internal friction (peak strength) fp 36� 34� e 37�

Angle of internal friction (dynamic stable strength) fs 31� 30�e31�

Apparent internal cohesion (Pa) C 30 19e69
Boundary friction (peak strength) fp

b
16� 15�e21�b

Boundary friction (dynamic stable strength) fs
b 14� 9�e14�

Apparent boundary cohesion (Pa) Cb 30 14e141
Dilation angle 0�

Corundum sand (n ¼ 3)
Density r (kg m�3) 1890 1890
Angle of internal friction (peak strength) fp 36� 35�e36�

Angle of internal friction (dynamic stable strength) fs 31� 31�

Apparent internal cohesion (Pa) C 30 15e28
Boundary friction (peak strength) fp

b
24� 23�e25�

Boundary friction (dynamic stable strength) fs
b 23� 22�e24�

Apparent boundary cohesion (Pa) Cb 30 23e44
Dilation angle 0�

Whole model
Background viscosity hm (Pa s) 1012

Gravitational acceleration gz (m s�2) �9.81
Time step Dt (s) 3.6
Air viscosity hair (if applicable) (Pa s) 104

Air density rair (if applicable) (kg m�3) 0

a 4, fb, C, Cb were measured by Matthias Klinkmüller with the ring-shear tester of GFZ Postdam (Schreurs et al., 2016). r is from Panien et al.
(2006b) for sands sifted from 30 cm height at a filling rate of 200 cm3/min.

b Value initially measured as 11�e21� but later corrected to 15�e21� .
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qR ¼ 45� � j=2 (8)

the Coulomb (1773) angle:

qC ¼ 45� � 4=2 (9)

and the intermediate Arthur et al. (1977) angle:

qA ¼ 45� � 4þ jð Þ=4 (10)

j is the angle of dilation (Roscoe, 1970):

sin j ¼ ε1
: þ ε3

:

ε3
: � ε1

: (11)

εi are the principal strains. All shear band inclinations between the
Coulomb and Roscoe solutions are admissible (Vermeer, 1990). Fine
sands tend to lead to Coulomb angles, whereas course sand tend to
Roscoe angles (Vermeer, 1990). For granular materials, the orien-
tation of shear bands with s1 increases with confining pressure
(B�esuelle et al., 2000). As analogue sand models have low confining
pressure, shear bands would be more likely to form at Coulomb
angles.

The dip angle of shear zones in continuummodels has also been
shown to vary between the Roscoe, Arthur and Coulomb dip angles
(Vermeer, 1990; Lemiale et al., 2008; Kaus, 2010). Coulomb angles
require a fine numerical mesh (Lemiale et al., 2008), a well resolved
heterogeneity that initiates the shear band (Kaus, 2010), and dy-
namic (rather than lithostatic) pressures (Buiter, 2012). A coarse
mesh, small heterogeneities, or lithostatic pressure result in steeper
dip angles than Coulomb in compression.

The theoretical dip angle predictions are relative to s1. Initially,
s1 will be horizontal in experiments that have horizontal top and
base (our second and third experiment). For incompressible ma-
terials (j ¼ 0), predicted shear zone dip angles for forward and
backward thrusts are then (from Eqs. (8)e(10) and with 4 ¼ 36�):
Roscoe angle qR ¼ 45�, Coulomb angle qC ¼ 27�, and Arthur angle
qA ¼ 36�. However, as topography builds up, the direction of s1
rotates to an angle with the base. For critical wedges, the dip angles
of forward and backward thrusts relative to the base of the wedge
can be computed by using the critical taper prediction for jb, the
angle between s1 and the wedge base (Eq. (3)). For the material
properties in Table 1, jb is 6�. Predicted shear zone forward dip
angles and backward dip angles relative to the base of the wedge
can then be found by subtracting or adding jb to the shear zone dip
angles resulting in (forward/backward): Roscoe angle qR ¼ 39�/51�,
Coulomb angle qC ¼ 21�/33�, and Arthur angle qA ¼ 30�/42�. For-
ward thrusts that form later in the evolution of a wedge could,
therefore, be expected to become progressively shallower relative
to the base of the wedge, whereas backward thrusts form pro-
gressively in a steeper manner.
3.4. Boundary conditions

The analogue sand wedges have frictional basal and side
boundary conditions, which are not straightforward to represent in
numerical models. In our study, different approaches have been
used to simulate boundary friction. Because no community test for
boundary friction in sandbox-like experiments exists, we can not
rule out that variations in model outcomes could be caused by
variations in the implementation of boundary friction. We will
come back to this when discussing the second experiment. Seven of
our codes (ELEFANT, GALE, I3VIS, MILAMIN_VEP, SDEM, Sdvig, and
SOPALE) use a frictional boundary layer that is explicitly included in
the model domain. The internal frictional parameters of this layer
are set equal to the boundary friction parameters. The other codes
(EEM, Elfen, Fric2D, and pTatin) use a frictional boundary condition.
Further details can be found with the descriptions of the codes
(Section 3.6).

I3VIS and Sdvig approximate free surface behaviour by
including a layer of so-called ’sticky air’ above the sand domain.
Following Crameri et al. (2012), this ’air’ layer should have zero
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density, a viscosity low enough relative to the sand (104 Pa s was
prescribed here), a reasonable vertical resolution, and a minimum
thickness. More codes have used a sticky air layer in our first
experiment, because this has a triangular sand model domain and
adding an air layer allows using an overall quadrilateral model
domain.

3.5. Model analysis

We analyse model results in a qualitative manner by visual
comparisons and quantitatively by numerical quantities and cross-
section measurements. We show cross-sections of the material,
strain, strain-rate, and pressure fields. At every 0.5 cm of short-
ening, we measured surface slope as a visual best fit line through
the valleys of the thrusts (following Stockmal et al., 2007) (Fig. 3d).
Slope values were measured by two authors (Buiter and Schreurs)
and averaged. The maximum difference in the measurements was
2�e3�. The same approach was followed for numerical and
analogue results to allow inter-model comparisons. We measured
two experimental results for each analogue model and up to three
different resolutions for each numerical model. For every new
thrust, wemeasured basal, mid, and top dip angle and its spacing to
the previous thrust (Fig. 3d). Shear zones were measured when
they accumulated enough finite strain to have a small, visible offset.
As outputs were requested every 0.5 cm of shortening, the exact
moment of ’enough’ finite strain is subject to a 0.5 cm uncertainty.
Again, dip values were measured by the same two authors and
averaged. For well-defined shear zones, the maximum difference in
the measurements was 2�e3�. Thrust spacing in brittle models has
been shown to depend on model thickness, thrust dip angle, and
basal friction (Mulugeta, 1988; Gutscher et al., 1998; Marshak and
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Wilkerson, 1992; Panian and Wiltschko, 2007). In addition, for
numerical continuum models thrust spacing depends on mesh
resolution, with finer meshes resulting in more thrusts and smaller
thrusts spacing than coarse meshes (Buiter et al., 2006). For the
final stage of shortening at 10 cm, we counted the number of for-
ward and backward shear zones as visible in the material fields.
This allows a direct comparison with the number of shear zones
formed in the analogue models. However, the number of numerical
shear zone measurements (dip angle and spacing) may differ from
the number of visible thrusts in the 10 cm material field, because
some earlier thrusts that became inactive may no longer be visible
at the end of the experiment. At every 0.5 cm of shortening, we
computed the internal rate of dissipation of energy:

_Wi ¼
1
2

Z
A

s$ _εð Þ dA (12)

the gravitational rate of work:

Wg ¼ �
Z
A

ðr gz vzÞ dA (13)

the root-mean-square velocity:

vrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
A

Z
A

�
v2x þ v2z

�
dA

vuut (14)

and the force applied at the mobile wall:
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Fx ¼
Z
h

ðsxx,nxÞ dz (15)

r is density, gz vertical component of the gravitational acceler-
ation, vx and vz the magnitude of the horizontal and vertical ve-
locity components, and nx the unit vector inward to the wall.
Integration is over wedge area A for Eqs. (12)e(14) and over
thickness h of the wedge at the backstop for Eq. (15).

3.6. Short descriptions of the participating codes

3.6.1. EEM
The Equilibrium Element Method (EEM) (used by authors

Maillot and Souloumiac) determines the internal deformation and
the associated stress distribution (Souloumiac et al., 2009) by an
internal approach of limit analysis, which provides the lower bound
on the tectonic force. The optimum stress field satisfies equilibrium
and boundary conditions, and lies within the convex strength
domain at every point of the material. This optimization problem
relies on a spatial discretisation of the domain with triangular el-
ements allowing stress discontinuities at their boundaries
(Krabbenhoft et al., 2005). The unknowns of the problem are the
stresses at the nodes. These, and the lower bound, are found
through optimization (Krabbenhoft and Lyamin, 2014; Krabbenhoft
and Damkilde, 2003). Basal friction is implemented as a constraint
which ensures that normal and shear components of stress at each
side of all nodes in contact with the base obey the Coulomb crite-
rion. The method obtains an optimal stress field at the onset of
deformation and is therefore here applied to the frictional wedge of
experiment 1 only.

3.6.2. Elfen
Elfen (used by authors Albertz and Crook) is a Lagrangian finite

element code which employs an elasto-plastic continuum formu-
lation (www.rockfield.co.uk). Here Elfen is used with an explicit
dynamic solution technique and a non-associated flow rule with
zero dilation. An adaptive remeshing scheme is utilised where the
mesh is updated if the element distortion in any part of the grid
exceeds a user-defined tolerance. The element size on the new
mesh depends on the spatial distribution of the plastic strain rate.
The majority of the remeshing is applied locally whereas global
remeshing (i.e., on the entire mesh) is performed only infrequently.
This approach reduces dispersion introduced during mapping of
values from the old to the new mesh. In the experiments a linear
quadrilateral element is used with reduced integration and hour-
glass stabilization, giving linear displacement and constant stress
fields. Stress integration is performed using a Green-Naghdi rate
formulation and an elasto-plastic constitutive model. Explicit time
integration is used with transient equilibrium obtained by defining
mass-scaling that ensures that the contribution of inertia terms is
negligible. The basal boundary condition is represented using a
general elasto-plastic contact interaction algorithm based on the
penalty method. The elastic response is governed by normal and
tangential penalty coefficients and frictional sliding is represented
via a MohreCoulomb model with zero dilation. Elfen is used for
experiments 1, 2 and 3.

3.6.3. ELEFANT
ELEFANT (used by author Thieulot) is a finite element code,

based on bilinear velocity and constant pressure (Q1P0) elements
and a Uzawa formulation for pressure. Markers are used to track
material properties and are advected by a 4th-order RungeeKutta
scheme. The direct solver MUMPS (Amestoy et al., 2001, 2006) is
used to solve the large linear systems arising from the discretised
equations. ELEFANT is an improvement on its predecessor FANTOM
(Thieulot, 2011) (e.g., in marker advection and Uzawa pressure it-
erations). Viscosity is computed on the markers and arithmetically
averaged per element, implying a constant viscosity value within
each element. The stopping criterion for the Picard non-linear it-
erations is based on a normalized correlation of two consecutive
velocity and pressure fields (Thieulot, 2014). Boundary friction is
simulated by a layer that is one element thick/wide with boundary
friction material properties. Markers that leave the frictional
boundary layer are assigned the material properties of their new
surroundings. ELEFANT is used for experiment 1 only because the
code failed experiments 2 and 3 due to a lack of consistency of shear
zone localisation with time which prevented initial shear zones to
fully develop thrusts.

3.6.4. Fric2D
Fric2D (used by author Cooke) is a Boundary Element Method

code that solves the equilibrium and compatibility equations of
continuummechanics (Cooke and Pollard,1997). The code employs
a linear elastic rheology and frictional slip along faults via a penalty
method. Linear, constant displacement discontinuity elements are
used along boundaries and faults. The code is Eulerian and large
strains are simulated by iterating the infinitesimal strain solutions.
Following Shackleton and Cooke (2007), the displacement field
from the previous iteration determines the starting geometry of the
body for the next iteration. Fault development is assessed by work
minimization: Of all possible faults, the fault that grows is the one
that minimizes the external work on the system (Cooke and
Madden, 2014). This fault must reduce the external work more
than the energy required to produce the fault. The models incor-
porate basal and side frictional surfaces that are one element dis-
tance (2.5 mm) inward from rigid model boundaries. Fric2D's
assumption of homogeneous material properties limits the appli-
cation of this code to benchmark experiment 1.

3.6.5. GALE
GALE v 1.4.1 (used by author Landry) is a particle-in-cell code

from the Computational Infrastructure for Geodynamics (CIG).
GALE solves the non-linear Stokes equations with a non-linear loop
around a solve using Uzawa iterations. Within each Uzawa itera-
tion, GALE uses the MUMPS direct solver for the internal pre-
conditioning and velocity solves. The Uzawa iterations terminate
when jjVvjj2/jjVv0jj2 < 10�7, where v0 is a solution assuming zero
pressure. The non-linear iterations terminate when jjv�voldjj2/
jjvjj2 < 10�3. The experiments employed quadrilateral finite ele-
ments with linear shape functions for velocity and pressure. Gale
uses particles to track material properties. The finite element in-
tegrals use viscosity computed using the particle locations as
integration points. Boundary friction is implemented by changing
the material properties (e.g., internal angle of friction) within two
elements of the boundary so that they mimic the wall friction. For
experiments 2 and 3, only the bottom and right sides received this
treatment. The left side was held fixed. GALE is used for experi-
ments 1, 2 and 3.

3.6.6. I3VIS
I3VIS (used by author Gerya) is a finite difference staggered grid

marker-in-cell code that solves the Stokes equations for visco-
elasto-plastic or visco-plastic rheologies (Gerya and Yuen, 2007).
Material properties are tracked using markers and interpolated to
various nodal points of the Eulerian staggered grid by using
distance-dependent averaging. Viscosity is interpolated to the
Gauss points using bi- (tri-)linear interpolation from the marker
values. The mechanical equations are solved using the direct sparse
Pardiso solver (Schenk and G€artner, 2004, 2006) in 2-D and a

http://www.rockfield.co.uk
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geometrical multigrid solver (Gerya, 2010) in 3-D. The convergence
criterion is set by prescribed levels of tolerance for the stress- and
velocity-normalized residues of the Stokes and continuity equa-
tions (machine precision in 2-D and 10�4 in 3-D). Boundary friction
is implemented through frictional contact layers which are two
cells wide at the sides and two cells high at the base. Properties of
markers that are displaced from the boundary layer are set to those
of the ambientmaterial. I3VIS is used for experiments 1, 2 and 3 and
in addition in 3-D for experiment 2.

3.6.7. MILAMIN_VEP
MILAMIN_VEP (used by author Kaus) is a finite element code

that solves the Stokes equations for visco-elasto-plastic or visco-
plastic rheologies. The code is employed in a Lagrangian manner
with remeshing for large deformations (every 301 steps or if ele-
ments become too distorted). The elements are quadrilateral with
linear velocity shape functions and a discontinuous constant
pressure shape function. Material properties are tracked using
tracers. At the beginning of each time step, material properties (e.g.,
effective viscosity, cohesion and friction angle) are computed at
integration points by arithmetic averaging from nearby particles.
During non-linear plasticity iterations, the effective viscosity at an
integration point is updated using the local strain-rates of that
integration point. Upon remeshing, fields are interpolated back
from integration points to particles and the particles are used to
transfer information to the new mesh. The code uses Picard itera-
tions and the convergence criteria is max(jv�voldj/v) < 10�3 or a
maximum number of 25 iterations. The frictional boundary con-
dition was implemented by including a frictional layer of 1 mm
thick and at least 2 elements thick. The thickness of the frictional
layers is kept constant throughout the simulation, to prevent
entrainment of the layer in developing faults. During the first
iteration step in the plasticity algorithm and in the first time step,
the maximum pressure used to evaluate the yield stress is limited
to feasible stresses based on estimates from a homogeneous pure-
shear setting (as described in Lemiale et al. (2008)). No erosional
diffusion was employed at the free surface. MILAMIN_VEP is used
for experiments 1, 2 and 3.

3.6.8. pTatin
pTatin (used by authors Le Pourhiet and May) utilises a hybrid

material point, finite element spatial discretisation. The Stokes
problem is formulated using the mixed Q2P1 finite element space
(Brezzi and Fortin, 1991). Material lithology and history variables
(e.g., accumulated plastic strain) are stored on Lagrangian material
points. Effective viscosity is evaluated directly on the material
points and projected onto the Gauss quadrature points using a P0
interpolant and harmonic averaging. A Newton-based method is
employed to solve the non-linear Stokes problem (May et al., 2014).
Non-linear iterations are terminated when the 2-norm of the initial
non-linear residual has been reduced by a factor of 10�2, or is less
then 10�4. At each non-linear iteration, the linearized Stokes
problem is solved using an iterative solver, FGMRES. This solver is
preconditioned with an upper block triangular matrix, which is
defined in terms of a velocity solve and a pressure Schur comple-
ment solve (May et al., 2015). For low and medium resolution
models, the velocity block solution is obtained using the sparse
direct solver Umpfpack, for the high resolution models, geometric
multigrid with four levels was used and the parallel direct solver
superludist as the coarse grid solver. The frictional boundary con-
ditions are implemented by requiring the shear traction on the
interface (evaluated on Gauss quadrature points) to be proportional
to the normal traction and in the opposed direction to the current
displacement. If the velocity is below a threshold of 10�17 m s�1, no
shear traction is applied. No strain-softening was applied to the
basal friction. pTatin is used for experiments 1, 2 and 3.

3.6.9. SDEM
SDEM (used by author Egholm) is a distinct-element (Cundall

and Strack, 1979) code that integrates the movements of many
discrete particles through time. The particles are circular, but vary
in size. Particle interaction is by elastic repulsive forces and shear
forces controlled by friction. Although the particles maintain their
circular shape, they each carry a stress tensor, which reacts to the
local deformation and is used for computing the forces at contact
points between particles (Egholm, 2007). The stress tensors enable
SDEM to be parameterized by macroscopic properties such as the
angle of internal friction and cohesion. Boundary conditions are
implemented by the use of rigid walls that can move. Boundary
friction is controlled through the friction coefficient of these walls.
Because of the discrete structure of themethod, granular properties
such as dilation and force chains are implicitly captured by SDEM.
Force chains develop by propagation of particle contacts forces, and
they are important for capturing the micro-scale mechanics of
granular materials (e.g. Majmudar and Behringer (2005)). The
increased size of SDEM particles compared to real sand grainsmust,
however, be expected to exaggerate the influence of the force
chains for generating stress heterogeneities at the larger scale of
the sandbox modelled here. SDEM is used for experiments 1 and 2.

3.6.10. Sdvig
Sdvig (used by author Mishin) is a MATLAB-based finite element

code that solves the Stokes equations on an Eulerian finite element
grid that deforms in the horizontal direction. Material properties
are carried by Lagrangian particles. The elements are quadrilateral
with quadratic velocity shape functions and linear discontinuous
pressure shape functions. The friction boundary is implemented via
particle transmutation: friction boundary properties are used for
particles near the boundaries. The friction boundary is 0.06 cm
thick in experiment 1, and 0.1 cm thick in experiments 2 and 3. The
convergence velocity is increased gradually for 10e50 iterations
before the start of actual convergence. A normalized L2 norm of the
velocity change is used as a non-linear convergence criterion. The
threshold value is 10�3 and maximum 25 non-linear iterations are
performed per time step. Viscosity is computed per element as an
arithmetic average of values carried by corresponding particles.
Sdvig is used for experiments 1, 2 and 3.

3.6.11. SOPALE
SOPALE (used by author Buiter) is an arbitrary Lagrangian

Eulerian finite-element code that solves the equation of conserva-
tion of momentum in an incompressible formulation. It employs
quadrilateral elements with linear shape functions for velocity and
discontinuous constant pressure. Pressure P is computed as mean
stress through the penalty method: P ¼ �kV$u. k is the penalty
factor (with dimension of viscosity) and u is the velocity. A true free
surface is obtained by a slight vertical adjustment of the Eulerian
mesh to accommodate surface displacements (Fullsack, 1995). A
very small amount of diffusive erosion and sedimentation with
diffusion coefficient 10�9 m2 s�1 is applied at the surface to mimic
the sliding of sand grains along steep slopes in the analogue
models. Material properties are tracked by particles and assigned to
an element based on the majority of particles of a certain material
present in that element. The convergence criteria is maxjv�voldj/
vscale < 5 � 10�3, with vscale the applied wall velocity. The me-
chanical equations are solved using the sparse Cholesky solver
BLKFCT (developed by Ng and Peyton of Oak Ridge National Labo-
ratory). Boundary friction is implemented through the use of fric-
tional contact layers which are four elements wide at the sides and
four elements high at the base. Particles that leave the frictional
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layer are deleted. SOPALE is used for experiments 1, 2 and 3.

4. Experiment 1

4.1. Experiment 1: model setup and analytical solutions

Experiment 1 tests whether model wedges in the stable domain
of critical wedge theory remain stable when translated horizontally
(Fig. 2a). A quartz sand wedge with a horizontal base (b ¼ 0�) and a
surface slope of a ¼ 20� is pushed horizontally by inward move-
ment of a mobile wall with 2.5 cm h�1 (Fig. 3a, Table 1). This
experiment should not result in internal deformation and the sur-
face slope should remain at 20�. Eleven codes run this experiment
(Table 2).

For a wedge that is translated in a stable manner, we can derive
analytical solutions for the parameters that we use to quantify
wedge behaviour. Because no internal deformation occurs, strain-
rate is zero and the rate of dissipation of internal energy _Wi ¼ 0.
This is not completely true if a basal shear zone builds in the wedge
just above the basal boundary. In that case, _Wi would be on the
order of 2 � 10�5 W m�1 (using a simple analytical calculation of
Eq. (12) for effective strain-rate and shear stress in a shear zone
with 4 ¼ 36�, C ¼ 30 Pa, r ¼ 1560 kg m�3, and V ¼ 2.5 cm h�1).
Surface slope does not change and, therefore, the gravitational rate
of work _Wg ¼ 0. Root-mean-square velocity vrms is equal to the
applied velocity of 6.9444444 � 10�6 m s�1. The applied force can
be derived from Fa ¼ 0.5 r gA tan(fb) þ Cb L ¼ 7.9 Nm�1 (using area
A ¼ length L (8.24 cm) � height h (3 cm), fb ¼ 16�, Cb ¼ 30 Pa, and
r ¼ 1560 kg m�1 (Table 1)).

4.2. Experiment 1: results

The results of the eleven codes that run this experiment are
visualised by their material field (Fig. 4), pressure field (Fig. 5), and
strain-rate field (Fig. 6) after 4 cm of translation. All experiments
maintain their initial surface slope and do not show obvious in-
ternal deformation (Fig. 4). However, in detail, several of the
wedges show deformation at their toes. GALE and Sdvig have a
slight amount of sand moving up into the sticky air. This is possible
because the air viscosity in the experiments is prescribed as
104 Pa s, implying a sand falling velocity which is too low (ca.
10�8 m s�1) on the time-scale of the numerical experiment for sand
to fall back to the base. SOPALE has a small amount of accretion at
the wedge toe. These results illustrate the difficulty of maintaining
a sharp wedge toe during translation over a frictional boundary.
Table 2
Numerical parameters for experiment 1.

Code Methoda Elements
(horz � vert)

Tracers Domain siz
(excl bound

EEM EEM 2523 e 8.24 � 3.00
ELEFANT FEM 400 � 100 Q1P0 4,000,000 13.24 � 3.2
Elfen FEM 2349 e 8.24 � 3.00
Fric2D BEM 181 e 8.24 � 3.00
GALEc ALE 256 � 64 Q1P0 491,520 13.24 � 3.0
I3VIS FDM 265 � 60 1060 � 240 13.24 � 3.0
MILAMIN_VEPd FEM 240 � 60 Q1P0 2416 � 302 13.24 � 3.0
pTatin FEM 256 � 64 Q2P1 262,144 13.24 � 3.0
SDEM DEM ca. 2000 ptcl e 8.24 � 3.00
Sdvig FEM 212 � 64 Q2P1 29,266 13.24 � 3.0
SOPALEe ALE 331 � 75 Q1P0 994 � 226 13.24 � 3.0

a ALE ¼ Arbitrary Lagrangian Eulerian, BEM ¼ Boundary Element Method, DEM ¼ Dist
Method, FEM ¼ Finite Element Method.

b The models have no elasticity, unless a value for Young's Modulus E is given.
c GALE has a pre-existing boundary layer of one cell high along the entire base of the
d MILAMIN_VEP smooths the velocity discontinuity between mobile wall and base ov
e SOPALE includes a thin layer of sand (0.05 mm thickness) in front of the wedge.
A stable wedge that experiences no forces apart from gravity is
expected to have a lithostatic internal pressure field. EEM, ELEFANT,
I3VIS, pTatin, and SOPALE show a pressure field that approaches
lithostatic values also after 4 cm of shortening (Fig. 5). The pressure
field of the other codes does not show a clear pattern. The strain-
rate field visualises incipient shear zones for Elfen, MILAMIN_VEP
and Sdvig, which do, however, not lead to finite deformation over
the duration of the experiment (Fig. 6). ELEFANT, GALE, I3VIS,
pTatin, and SOPALE have zero strain-rate (except for toe deforma-
tion of ELEFANT and SOPALE), as expected for this experiment.
None of the models form a shear zone within the wedge just above
the base and simple shear is accommodated by the frictional basal
boundary condition in all models.

The internal rate of dissipation of energy and the gravitational
rate of work (Eqs. (12) and (13)) show variability among the codes,
but the values are all small and close to the zero analytical pre-
diction (Fig. 7a,b and Table A.5 in Appendix A). The root-mean-
square velocity over the sand domain (Eq. (14)) shows variability
in the initial stages, but all values converge to the analytical solu-
tion (Fig. 7c). The force that is applied by the mobile wall is more or
less constant for most models, as is to be expected for a translating
wedge, but large differences occur in the force magnitude (Eq. (15),
Fig. 7d). The laboratory of Cergy-Pontoise (authors Maillot and
Souloumiac) measured the applied force in their sandbox experi-
ment as 10.7 N m�1. This is higher than most numerical values,
because there is an additional friction of the analogue sand wedge
on the two side walls of the box, whereas there are no side walls in
the 2-D numerical simulations. The variations in magnitude of the
applied force in experiment 1 may point to variations in the
effective boundary friction betweenmodels, related to the different
boundary friction algorithms that are used in the experiments.

4.3. Experiment 1: discussion

All models pass the stable wedge test, but some differences
between the models are apparent. The SDEM model shows
distributed internal strain-rates of moderate magnitude that may
be related to particle motions (Fig. 6). Continuum models (FDM,
FEM) approximate the discontinuous assembly of sand grains with
an averaging continuum approach. For these models, a translating
wedge will have zero vertical velocity and the root-mean-square
velocity therefore equals the velocity that is applied by the mo-
bile wall. However, in the sandboxmodels sand grains may not only
experience horizontal translation, but could also undergo some
vertical motion as grains move relative to each other. These small
e
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vertical motions could influence the internal strain-rates and root-
mean-square velocity of sandbox models at specific measurement
times. We do not have root-mean-square velocity measurements of
sandbox experiments to compare our numerical values against and,
as far as we are aware, the behaviour of sand grains in a volume of
sand that is translated (and not deformed) has not been investi-
gated in detail. The distinct-element model (SDEM) results indicate
that particles experience some vertical motions during wedge
translation, but that these mainly average out for this setup.

The sticky-air layer seems to have had no noticeable influence
on the experiments as no systematic difference is detected between
codes that employed an air layer (ELEFANT, GALE, I3VIS, MILA-
MIN_VEP, pTatin, and Sdvig) and those that did not (EEM, Elfen,
Fric2D, SDEM, SOPALE).
5. Experiment 2

5.1. Experiment 2: model setup

The second experiment tests how an unstable subcritical wedge
deforms to reach the critical taper solution (Figs. 2a and 3b). The
model is built of three horizontal layers of quartz-corundum-quartz
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sand which are shortened by a mobile wall which moves into the
model domain with 2.5 cm h�1. The initial surface slope is 0� and
basal slope remains at 0� throughout the experiment. The critical
taper value for our wedge varies with peak strength, stable
strength, and cohesion (Fig. 2). Lohrmann et al. (2003) infer that the
strength of wedge segments at critical taper values is controlled by
the frictional strength of faults that have reached dynamic stable
strength (Fig. 2c). Following this argument, the low critical taper
value for our wedge would be 4.8� if the material is cohesionless
and 4.1� for depth-dependent cohesion. The corresponding high
critical taper values are 29.2� and 36.8�, respectively.

Eight codes run this experiment (Table 3), each at 2 or 3 different
resolutions. Basal friction follows values for quartz sand on foil
(Table 1), whereas all codes also used the boundary friction for
quartz sand on foil for the front- and backwalls, ignoring the
alternation of quartz-corundum-quartz sand as far as boundary
friction is concerned.

5.2. Experiment 2: results

Experiment 2 builds a thrust wedge through a combination of
mainly in-sequence forward and backward thrusting (Fig. 8).
Deformation starts by forming a pop-up structure near the mobile
wall, though the forward thrust of the pop-up is more pronounced
than the backward thrust in the results of MILAMIN_VEP and
SOPALE.With increasing shortening, somemodels deform in a style
of in-sequence pop-ups (e.g., GALE), whereas others focus defor-
mation on forward shear zones (e.g., SOPALE). Decrease or increase
in resolution leads to changes in the location of shear zones, the
number of shear zones, and their width, as expected for these
numerical methods because plasticity is resolution-dependent
(Fig. 9). However, overall the results of the individual codes do
not change indicating that to first-order the results have converged.
The strain (Fig. 10a, b) and strain-rate (Fig. 11) fields highlight
several incipient shear zones that do not always accumulate
enough offset to become visible in the material field. The pressure
field of the models remains more or less lithostatic, with lower
pressure values in (incipient) shear zones (Fig. 10c, d). The pressure
field of the SDEMmodel is highly heterogeneous, which reflects the
importance of discrete force chains for transmitting stress in a
granular assembly. I3VIS shows incipient distributed faulting in its
pressure field over the entire width of the model domain.

The surface slopes of the 2-D numerical models converge to-
wards the critical taper value for both deformation styles (domi-
nated by either forward thrusts or pop-ups) (Fig. 12a, Fig. 13,
Table A.7). The oscillations in surface slope are caused by steep-
ening of the slope before a new thrust forms and shallowing once
the new in-sequence thrust breaks through. These oscillations are
especially apparent for the initial stages with few thrusts, but
reduce once more thrusts have formed. The Sdvig models do not
formwell-localised shear zones, but rather broad folds, and surface
slope could not be measured for these models. Because the SDEM
models form a second pop-up only at late evolution stages with
shortening in earlier stages being accommodated by thrusting near
the backwall, surface slope measurements have not been made for
these models.

Theoretical shear zone dip angles for Roscoe, Arthur, and
MohreCoulomb (Eqs. (8)e(10)) are relative to s1. For initial thrusts,
s1 will be more or less horizontal, but for a critically tapered wedge
of our material properties, s1 makes an angle of 6� with the hori-
zontal. This implies that we could expect the dip angle of forward
shear zones to decreasewith thrust number, while backward thrust
dips would increase with thrust number. Such a trend is, however,
not visible in Figs. 14 and 15. Forward thrusts tend to be listric, with
increasing dip angle upwards (Fig. 14, Table A.8). The bottom dip
angles tend towards MohreCoulomb angles, the middle dip angles
lie between MohreCoulomb and Arthur angles, whereas the top
dip angles are closer to the Arthur angle with spreads towards
MohreCoulomb and Roscoe angles. The majority of the dip angles
lie within the theoretically admissible range of MohreCoulomb to
Roscoe dip angles.

The dip angles of backward thrusts tend to be steeper than the
forward thrust dip angles (Fig. 15) and have less tendency for listric
thrust shapes. Initial backward thrusts have approximately Roscoe
dip angles. Later thrusts show approximately Roscoe dip angles if s1
were horizontal, but lie between Arthur and Roscoe dip angles
when compared to the case of rotated s1 as expected in critical
tapers. Initial backward thrusts, and sometimes the first 2e3
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Table 3
Numerical parameters for experiment 2.

Code Method Elements Tracers

Elfen FEM 14700e15100 e

GALE ALE 256 � 64 Q1P0 491,520
I3VIS FDM 350 � 60 1400 � 240
MILAMIN_VEP FEM 350 � 60 Q1P0 6946 � 302
pTatin FEM 256 � 64 Q2P1 262,144
SDEM DEM 87936 ptcl e

Sdvig FEM 350 � 70 Q2P1 94,500
SOPALE ALE 350 � 60 Q1P0 1049 � 171

a The models have no elasticity, unless a value for Young's Modulus E is given.
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backward thrusts as well, are located near the mobile wall (Fig. 8).
This could perhaps influence thrust dip angle in comparison with
backward thrusts that form away from the mobile wall, but a trend
indicating such a potential influence is not visible in Fig. 15.

More forward thrusts form with increasing amount of short-
ening, as can be expected for a deforming brittle thrust wedge, but
the rate of thrust formation differs substantially between the
models (between ca. 0.3e0.9 thrusts/cm shortening) (Fig. 16a,
Table A.9). Thrust spacing of newly formed forward thrusts to the
previously formed forward thrust shows a large variation (Fig. 16b).
Large thrust spacings occur when deformation steps far outward,
typically observed when a pop-up structure forms in front of the
wedge (e.g., GALE just before 6 cm of shortening (Fig. 8)). The
number of forward shear zones at 10 cm of shortening tends to be
higher than the number of backward thrusts (Table A.9). The I3VIS
models have the largest number of thrusts.

All models show an increase in root-mean-square velocity vrms

with increasing shortening (Fig. 17c). This reflects a larger part of
the model domain being incorporated into the wedge as the wedge
grows towards its critical taper. Because deformation does not
reach the leftmost boundary in most models, not all of the model
domain is participating in the thrust wedge and vrms at 10 cm of
shortening is below the value of the applied velocity. vrms of distinct
element model SDEM is about an order of magnitude higher than
the values of the continuum models (Table A.6). The distinct
element method works by time-integrating particle accelerations
caused by disequilibrium forces. This process inevitably involves
small velocity oscillations that partially cancel out when summed,
but nevertheless contribute to the value of vrms. This is also re-
flected in the values for the rate of dissipation of energy and the
gravitational rate of work. The internal rate of dissipation of energy
varies with a factor of about two between the continuum models
(Fig. 17a and Table A.6). The gravitational rate of work increases
with shortening and then fluctuates around ca. 10�4 Wm�1

(Fig. 17b), reflecting the building of topography towards the critical
taper value (Fig. 12a). The applied force could not be measured for
all models. For the four codes that provided force measurements,
the applied force increases with the amount of shortening, which is
to be expected for a wedge that grows in height.
5.3. Experiment 2: 3-D wedge models

Many published numerical thrust wedge models so far are 2-D
as accurate simulation of brittle behaviour with thrust formation
requires a high spatial resolution (ca. 1 mm node spacing) which is
challenging to achieve. For this reason, only few numerical in-
vestigations of 3-D brittle wedges exist so far (Ruh et al., 2013).
Here we present two 3-D models computed with I3VIS with a
lateral width of 9 cm and 18.6 cm (Fig. 18). The lateral sides are held
fixed and the friction along the lateral walls causes the surface
strike of thrusts to become convex with respect to the mobile wall
Basal bc Air Elasticitya Diffs wrt description

friction no E ¼ 5e6 Pa f
p
b ¼ fs

b ¼ 15�

layer no left side fixed, variable Dt
layer yes variable Dt
layer no
friction no D t ¼ 36s, fp

b ¼ fs
b ¼ 15�

layer no
layer yes D t ¼ 14.4 s
layer no
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(Schreurs et al., 2006; Cubas et al., 2010; Souloumiac et al., 2012).
Surface slope in 3-D push experiments is higher near frictional

sidewalls than towards the centre of themodel (Fig.18). The curved
surface strike of the thrusts of the 9 cm wide model (Fig. 18a,c)
indicates that the model is influenced by the frictional side walls
over its entire model width. This agrees with observations of Cubas
et al. (2010) who found that the influence of lateral walls in their
quartz sand wedge model disappears at ca. 8 cm from the lateral
walls (their 4 is 33� softening to 30�, fbz 7.5�e10� and Cbz 10 Pa).
A model of 9 cm wide would thus be entirely influenced by the
lateral boundaries. Surface slope measured on a centre section,
however, still lies within the range of analogue surface slope
measurements (Fig. 12b).

5.4. Experiment 2: numerical-analogue comparisons

A comparison of the numerical and analogue thrust wedges at
10 cm of shortening shows that the models deform either in a style
dominated by pop-ups, each formed by a forward and a backward
thrust (e.g., Elfen, GALE, Buenos Aires, Cergy-Pontoise), or in a style
dominated by forward thrusts (e.g., MILAMIN_VEP, SOPALE, Bern,
IFP, Parma) (Fig. 19). These two modes of deformation occur in both
analogue and numerical models. In section 5.5 we speculate that
the modes may be caused by variations in effective basal friction.
Taking this into account, Fig. 19 first of all shows an encouraging
overall agreement in thrust wedge formation, highlighting that
both methods capture the essential aspects of internal deformation
by forward and backward thrusting. However, variability among
the models occurs related to the two modes of deformation and
further differences are apparent in surface slope, number of shear
zones, the degree of localisation of shear zones (e.g., Sdvig), and
shear zone dip angles. In fact, the variability among the models
could be said to be larger than would be expected for the strict
setup defined for this experiment. For the analogue laboratories
this may point to intrinsic variability due to model building (e.g.,
sieving of sand into the model apparatus) or sand storage condi-
tions (e.g., humidity). For the numerical models, the differences
may be caused by differences in numerical solution technique,
resolution, and/or the implementation of boundary friction.

Surface slope evolution was measured through the centre of the
5 analogue models that were monitored in an X-ray computer
tomographer (Fig. 12b) (Schreurs et al., 2016). In addition, Fig. 13
compares surface slopes at 10 cm shortening for 14 analogue lab-
oratories (1e2 experiments per laboratory) with the corresponding
surface slopes of 6 numerical codes at 1e3 different resolutions.
Whereas the 2-D numerical models converge towards the critical
taper value, the analogue models overall do not. The reason for this
is unclear, but we speculate that analogue models could need more
shortening before a critical taper value is reached. This might be
related to shortening partly being taken up by compaction in
analogue models, but we do not expect that this would postpone
reaching the critical taper by several cm of shortening. An alter-
native explanation may be found in the observation that the nu-
merical models tend to form more forward thrusts than the
analogue models at similar amounts of shortening (Table A.9). As a
wedge at critical taper is built by thrusts, models with an increased
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number of thrustsmay reach a critical tapermore quickly. Analogue
and numerical wedge models that employ a setup in which a layer
of brittle material is pulled towards a backstop (conveyor belt or
pull setup), instead of pushed, usually have shortening by 10s of cm
and may thus be better posed for reaching criticality (Stockmal
et al., 2007; Lohrmann et al., 2003) (provided 3-D model width is
large enough to overcome effects of lateral wall friction). The
number of backward thrusts is comparable between analogue and
numerical models (Table A.9). Also the rate of forward thrust for-
mation and thrust spacing of numerical and analogue models
overlap (Fig. 16).

The dip angles of forward thrust zones in the numerical models
are higher than the dip angles of the analogue models (Fig. 14). The
analogue dip angles are MohreCoulomb or lower, whereas the
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numerical dip angles become steeper than MohreCoulomb up-
wards. As numerical shear band dip angles are sensitive to reso-
lution, one speculation could be that the numerical models would
need to increase their resolution in order to reach MohreCoulomb
dip angles also towards the surface of the model (top dips). How-
ever, our models show no trend towards lower dip angles for higher
resolution. In addition, bottom dips are MohreCoulomb, while
middle and top dips are not. It is important to keep in mind that all
shear band dip angles between Roscoe and MohreCoulomb are
admissible (Vermeer, 1990). The dip angles of analogue backward
thrusts are highly variable, making a comparison not very
meaningful.

5.5. Experiment 2: discussion

5.5.1. Numerical sensitivity analyses
Despite the strictly described setup, the numerical models show

variability in style of thrust wedge formation (pop-ups versus
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forward thrusting dominated), number of forward and backward
thrusts, thrust dip angle, and thrust spacing. Experiment 2 was run
at 2 to 3 different resolutions by each of the participating 8 codes.
For our continuum models, no strong indications exist for an in-
crease in number of shear zones with increased mesh resolution, or
a corresponding decrease in thrust spacing. The similarity of indi-
vidual model results with changes in resolution (Fig. 9) further-
more indicates that resolution is not a decisive factor causing inter-
model differences. We further tested the effects of element type
(Q1P0 versus Q2P1), time step, the frictional boundary condition,
and grid remeshing (Appendix B).

An intriguing observation is that the two finite element models
that employ higher-order (Q2P1) elements, pTatin and Sdvig, tend to
deform by folding rather than by shear zone formation (Fig. 8). A test
withMILAMIN_VEP shows, however, that the order of the element is
not the cause of this difference in deformation style (Fig. B.31). pTatin
and Sdvig also used larger time steps than the prescribed 3.6 s
(Table 3). Even though brittle behaviour is time independent, the
time step used in forward modelling can impact localisation
behaviour because it affects particle advection and error
propagation. Tests with SOPALE show that the location of shear
zones changewith changes in time step, but that the time step is not
causing the difference in localisation behaviour (Fig. B.32). Further
tests with pTatin point to the role of grid remeshing in shear zone
localisation (Fig. B.33). pTatin remeshes its grid every time step,
without interpolating the velocities onto the new mesh. This causes
a slight shift of the shear bands in the particle reference frame. This
in turn could cause strain-softening to act diffusely, leading to folds
rather than localised shear zones. Changing the remeshing strategy
is shown to largely improve the situation (Fig. B.33b,c).

The models in experiment 2 also differed in the implementation
of boundary friction. A test with pTatin shows that the choice of
boundary friction algorithm can cause substantial changes in
wedge propagation even within one code (Fig. B.33a,b). In the next
section we show that it is likely the difference in the effective basal
friction that is the cause of much of the inter-model variability for
experiment 2, for both analogue and numerical models.

5.5.2. Effect of basal friction
Part of the variability among the models in experiment 2 is
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related to the difference in style of thrust wedge formation: some
models deform in a style dominated by pop-up structures formed
by a forward and backward thrust (e.g., Elfen and GALE), whereas
others are dominated by forward thrusts (e.g., MILAMIN_VEP and
SOPALE) (Fig. 8). The same two deformation styles are observed in
the analogue models of experiment 2 (Schreurs et al., 2016). We
speculate here that this variability may be related to differences in
the effective boundary friction. The numerical models employ
different algorithms to apply the frictional condition that simulates
sandefoil interaction at the model boundaries (Section 3.6) and
these may result in differences in the effective basal friction.
Analogue models may differ in their effective boundary friction
depending on how the model was built. Boundary friction mea-
surements for quartz sand on foil for the analogue materials vary
with up to 6� for the angle of boundary friction and an order of
magnitude for basal cohesion (Table 1). Fig. 20 shows three results
of experiment 2 computed with SOPALE which only differ in the
basal friction magnitude. The results illustrate that a lower basal
friction results in further outward propagating of the wedge in a
style which is dominated by both forward and backward thrusts
(pop-ups). A higher basal friction leads to a shorter wedge which is
dominated by forward thrusts (Davis and Engelder, 1985; Huiqi
et al., 1992). Though this is not a strict proof, it is a support for
our proposal that the numerical and analogue models of experi-
ment 2 did not all have the same effective basal strength and that
this influenced their style of wedge formation.

6. Experiment 3

6.1. Experiment 3: model setup

The third experiment examines thrust evolution in a brittle
material for a setup in which the initial deformation occurs away
from the mobile wall (Figs. 2a and 3c). The model is again built of
three horizontal layers of quartz-corundum-quartz sand which are
shortened by a mobile wall which moves into the model domain
with 2.5 cm h�1. A stiff basal sheet is attached to the mobile wall
and moves with it forming a velocity discontinuity at 12 cm from
the mobile wall. The sheet is 1 mm thick in the analogue experi-
ments, but not included explicitly in the model domain of the
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Table 4
Numerical parameters for experiment 3.

Code Method Elements Tracers Basal bc Air Elasticitya Diffs wrt description

Elfen FEM 14,700e15,300 e friction no E ¼ 5e6 Pa f
p
b ¼ fs

b ¼ 15�

GALEb ALE 256 � 64 Q1P0 491,520 layer no left side fixed, variable Dt
I3VISc FDM 350 � 60 1400 � 240 layer yes variable Dt
MILAMIN_VEPb FEM 350 � 60 Q1P0 6946 � 302 layer no
pTatin FEM 256 � 64 Q2P1 262,144 friction no D t ¼ 36s, fp

b ¼ fs
b ¼ 15�

Sdvig FEM 350 � 70 Q2P1 94,500 layer yes D t ¼ 14.4 s
SOPALEb ALE 350 � 60 Q1P0 1049 � 171 layer no

a The models have no elasticity, unless a value for Young's Modulus E is given.
b GALE, MILAMIN_VEP and SOPALE smooth the velocity discontinuity at the tip of the sheet over 2 elements.
c I3VIS includes the mobile basal sheet (with a thickness of 0.5 mm) explicitly in the model domain.
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numerical experiments. For continuummodels, the tip of the sheet
forms a sharp velocity discontinuity which poses a numerical
challenge as the jump in velocity needs to be accommodated over
one element or between two nodes. GALE, MILAMIN_VEP and
SOPALE taper the velocity jump over 2 elements, whereas Elfen,
I3VIS, Sdvig and pTatin have a strict velocity discontinuity. These
different implementations did not lead to clear differences in
model results. The initial surface slope is 0� and basal slope remains
at 0� throughout the experiment. This setup is not expected to build
a wedge at critical taper above the base.

Experiment 3 was run by 7 codes at 2 to 3 different resolutions
each (Table 4). All codes employed the boundary friction for quartz
sand only and ignored the effect on boundary friction of the alter-
nation of quartz-corundum-quartz sand at the front- and
backwalls.

6.2. Experiment 3: results

During the first few centimeters of shortening, all models form a
pop-up centred above the velocity discontinuity (Fig. 21). The right
branch of this pop-up becomes a dominant backward thrust. As the
velocity discontinuity (the tip of the sheet) moves to the left, new
forward thrusts form that are progressively transported upwards
along this backward thrust. Some models form an additional
backward thrust parallel to the main backward thrust at later
shortening stages (pTatin, SOPALE). As the velocity discontinuity is
such a strong deformation localiser, most thrusts form at this
location. However, in some models deformation steps out and a
new pop-up is formed in front of the thrust stack (Elfen, MILA-
MIN_VEP, pTatin). We speculate that in these cases, the boundary
friction algorithm and/or the implementation of the velocity
discontinuity may have smoothened the impact of the velocity
discontinuity, allowing deformation to step out.

As for experiment 2, changes in resolution lead to variations in
the number of shear zones and in shear zone width, but the indi-
vidual styles of models do not change (Fig. 22). The strain and
especially strain-rate fields highlight many incipient shear zones
that do not all accumulate enough offset to become visible in the
material field (Fig. 23a,b and Fig. 24). Gale and I3VIS show a ten-
dency for outward stepping of deformation, which in contrast to
Elfen, MILAMIN_VEP and pTatin does not lead to finite deformation
in front of the thrust stack. SOPALE has incipient shear zones both
in the frontal and back domains. The pressure field in the models is
mainly lithostatic, with lower pressure values in (incipient) shear
zones (Fig. 23c,d). Pressure is highest under the stacked thrusts,
reflecting overburden loading.

Experiment 3 simulates an unstable wedge, but we do not have
an analytical prediction for its critical taper value. This is because it
is unclear whether a critical taper would build over the base of the
model or over the strain-softened main backward thrust. The nu-
merical surface slope values have a larger spread than in experi-
ment 2 (Figs. 25 and 26). After 10 cm of shortening, the surface
slopes lie between 10� e 20� (Fig. 26, Table A.11).

Forward thrusts are slightly listric, with bottom dip angles about
the MohreCoulomb value, or lower, and top dip angles around the
Arthur value (Fig. 27aec, Table A.12). The lower and middle thrust
dip angles tend to lie below theoretical predicted values. This may
reflect that s1 is not parallel to the base of the model domain for
this setup. The number of backward thrusts is low in this experi-
mental setup, but the backward thrusts have again a large range in
dip values (Fig. 27def, Table A.12).

As may be expected, more forward thrusts formwith increasing
amounts of shortening, but the rate of thrust formation differs
between models (between ca. 0.6e1.1 thrusts/cm shortening)
(Fig. 28). I3VIS models have the largest number of thrusts, pTatin
and Elfen the lowest (Table A.13).

The values for internal rate of dissipation of energy, gravita-
tional rate of work and root-mean-square velocity show fair
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agreement among the models (Fig. 29, Table A.10). The variation
between models in the internal rate of dissipation of energy lies
within a factor 2 (Fig. 29a). The gravitational rate of work increases
with the amount of shortening, reflecting the growth of the wedge
(Fig. 29b). The root-mean-square velocity is fairly constant for
most models, which likely reflects that the deformation style is set
early in the experiment and forward thrusts are no longer active
once they are translated upward in the thrust stack (Fig. 29c). The
applied force for the models that provided this value increases
with amount of shortening, reflecting the building of the thrust
stack (Fig. 29d).
6.3. Experiment 3: numerical-analogue comparisons

The numerical and analogue models build a stack of forward
thrusts over a dominant backward thrust (Fig. 30). In all analogue
experiments, deformation is concentrated in this thrust stack,
whereas some of the numerical models show deformation propa-
gating to the foreland. We speculate again that this variability in
deformation style may be related to the numerical implementation
of the basal boundary friction and the velocity discontinuity.

The similarity in wedge shapes for the analogue models is re-
flected in similar surface slopes (Figs. 25 and 26). The analogue
surface slopes converge to similar values whereas the numerical
surface slopes show larger variations. This is the opposite situation
of experiment 2, where the numerical models converged towards
the critical taper value. The variations in the numerical surface
slopes are likely due to the variation in deformation style in this
experiment. In some models deformation steps forward in a
frontal pop-up, whereas thrusting remains localised in the thrust
stack in others. Wedges are built with a similar number of forward
thrusts in the numerical and analogue models (Fig. 28, Table A.13).
As in experiment 2, the dip angles of forward and backward thrusts
of the analogue models are consistently lower than for the nu-
merical models. Shear bands in the analogue models are likely to
initially form at MohreCoulomb angles, because of low confining
pressure and a non-zero initial dilation angle (Section 3.3),
whereas shear zone dip angles in numerical continuum models
with zero dilation will range between the MohreCoulomb and
Roscoe values. The numerical shear zone dip angles may therefore
be higher.
6.4. Experiment 3: discussion

Despite the strictly prescribed setup and similar numerical
resolutions, the numerical models show variability in style of
deformation, number of forward and backward thrusts, thrust dip
angles, and surface slope. This experiment illustrates the intrinsic
difficulty that numerical models face when reproducing analogue
setups. The boundary conditions in the analogue experiments are
not commonly used in numerical experiments and therefore not
fully tested. The different numerical implementations of boundary
friction in the participating codes likely has an impact on the nu-
merical results, but we could not evaluate the effects in a quanti-
tative manner from our study. However, we speculate that the
different implementations led to differences in the effective basal
friction, thus causing differences in deformation style in experi-
ments 2 and 3. We note that the analogue results for experiment 2
show similar differences in deformation style as the numerical
models, pointing to likely variations in effective basal friction also
for analogue models. A sharp velocity discontinuity as in experi-
ment 3 is challenging as the velocity jump needs to be accommo-
dated over one element or between two nodes, causing potential
dynamic pressure differences. Also this may give rise to differences
in model results. For future numerical-analogue comparison ex-
periments, we recommend avoiding frictional boundary conditions
and sharp velocity discontinuities.
7. Conclusions

We present a comparison of results of seven to eleven numerical
codes for three brittle thrust wedge experiments that are inspired
by analogue setups. The companion paper by Schreurs et al. (2016)
presents results of fifteen analogue laboratories for the same three
setups. To allow future comparisons to our results, we provide
detailed descriptions of the experimental setups and quantifica-
tions of bottom, middle and top shear zone dip angles, number of
shear zones, surface slope, rate of dissipation of internal energy,
gravitational rate of work, root-mean-square velocity, and applied
force as well as visualisations of the material, strain, strain-rate and
pressure fields. All eleven participating codes pass the first stable
wedge test by showing negligible internal deformation of a wedge
that is translated horizontally over a frictional boundary. Eight
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codes run the second experiment that builds a critical taper from a
subcritical initial state by translating a vertical (backstop) wall into
a horizontally layered sandpack. All codes recover the critical taper
angle, but we obtain two deformation styles characterised by either
mainly forward dipping thrusts or a series of thrust pop-ups. The
same two deformation styles are obtained in the corresponding
analogue models of Schreurs et al. (2016). We speculate that these
styles are caused by differences in effective basal friction. In the
third experiment, which was run by seven codes, shortening is
transferred to the centre of the model domain by a rigid sheet
attached to the mobile backwall. The tip of the sheet represents a
velocity discontinuity for the numerical models. The experiments
build a stack of forward thrusts that are translated upward along a
main backward thrust above the velocity discontinuity. The vari-
ability among the numerical results is less than the variations in
analogue results in experiment 2, but this is reversed in experiment
3 where the numerical results show higher variability.

Despite strictly prescribed numerical setups and a similar range
of numerical resolutions tested, we find variations in surface slope,
the number of shear zones, the degree of localisation of shear
zones, shear zone dip angle, internal rate of dissipation of energy
and applied force. We suggest that a large part of the numerical
variability may be caused by the difficulty of representing frictional
boundary conditions and sharp velocity discontinuities with con-
tinuum numerical methods. We recommend future experiments,
that aim at direct comparisons of numerical and analogue results,
to avoid frictional boundary conditions and sharp velocity discon-
tinuities. Numerical benchmarks are best based on analytical so-
lutions or setups that have boundary conditions which are
straightforward to implement by all participating codes. The vari-
ability in the modelled shear zones in our experiments also points
to a need for the numerical Earth Sciences community to define a
test for brittle material behaviour.
Because brittle material behaviour remains a numerical chal-

lenge, we recommend that future studies report all details of their
numerical plasticity approach. This ideally should include all
applicable descriptions and values of:

1 The pre-yield behaviour (elastic, viscoelastic, rigid),
2 The computation of the initial plastic step,
3 The computation of plastic yield (at integration points, par-

ticles, element),
4 Interpolation and/or averaging methods employed for

viscosity,
5 Whether viscous and brittle behaviour are implemented in

parallel or serial,
6 Adjustments for near-surface yield behaviour in regions

where frictional strength is low,
7 The solution methods used to solve the non-linear problem

and the linearized problem for velocity and pressure,
8 The discretisation technique and the order of employed

shape functions,
9. The stopping criterion used to terminate the non-linear

solver and the linear solver,
10 The convergence behaviour of the non-linear residual,
11 The number of non-linear solves which failed to converge

and whether the time step was taken in the event of a non-
converged non-linear solve,

12 The dilation angle,
13 Strain- or strain-rate dependent softening including its in-

terval and rate,
14 Time step,
15 Background viscosity,
16 Bulk/shear modulus.
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Overall, our experiments show that numerical models run with
different numerical techniques can successfully reproduce labora-
tory brittle thrust wedge models at the cm-scale. We show how the
formation of new shear zones and the localisation of deformation
on these shear zones allow deformation to obtain the critical taper
angle. The similarity in results between the analogue and numer-
ical models encourages using both techniques for investigating the
formation and evolution of accretionary prisms and fold-and-
thrust belts. However, we emphasize that, where shear zones are
concerned, trends, rather than absolute numbers, should be used in
applications of model results to natural settings.

Acknowledgements

We would like to thank the following analogue modelling lab-
oratories for providing images of their experiments: Bern, Buenos
Aires, Cergy-Pontoise, GFZ, IFP Energies Nouvelles, Kyoto, Mel-
bourne, Mexico, Parma, Piscataway, Tapei, Toronto, and Uppsala.
Table A.6
Quantification of experiment 2 at 10 cm shortening.

Code Resolution in sand
(elements)

Dissipation
(� 10�4 W m�1)

Elfen 3700e9000 e

Elfen 14700e15100 e

GALE 128 � 32 0.981336
GALE 256 � 64 0.925466
GALE 512 � 128 0.943758
I3VIS 350 � 60 2.03239
I3VIS 700 � 60 2.11934
MILAMIN_VEP 250 � 40 1.321075
MILAMIN_VEP 350 � 60 1.123954
MILAMIN_VEP 700 � 120 1.061362
pTatin 128 � 32 1.094582
pTatin 256 � 44 1.134233
pTatin 512 � 128 1.292539
SDEM 87936 ptcl 25.810764
Sdvig 210 � 42 2.32
Sdvig 280 � 56 2.41
Sdvig 350 � 70 2.16
SOPALE 250 � 40 0.98828
SOPALE 350 � 60 1.53302
SOPALE 500 � 120 1.07042

Averagea 1.44 ± 0.52

a Averages for internal rate of dissipation of energy, gravitational rate of work, and ro

Table A.5
Quantification of experiment 1 at 4 cm shortening.

Code Resolution in domain
(elements)

Dissipation
(W m�1)

EEM 2523 e

Elfen 2349 4.13 � 10�6

ELEFANT 400 � 100 1.23 � 10�8

Fric2D 181 5.10 � 10�10

GALE 128 � 32 6.63 � 10�10

GALE 256 � 64 5.16 � 10�10

GALE 512 � 128 3.11 � 10�10

I3VIS 265 � 60 2.15 � 10�10

MILAMIN_VEP 240 � 60 e

pTatina 128 � 32 1.09 � 10�6

pTatin 256 � 64 1.12 � 10�6

pTatinb 512 � 128 2.44 � 10�6

SDEM ca. 2000 ptcl 2.76 � 10�5

Sdvig 212 � 64 2.26 � 10�5

SOPALE 331 � 75 2.76 � 10�10

Average e

Analytical 0

a 3.75 cm of shortening.
b 3.26 cm of shortening.
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Appendix A. Numerical values of the wedge experiments

The quantification of results for up to 3 different resolutions for
each participating code is given by the following tables:
Gravitational rate of work
(� 10�4 W m�1)

Vrms

(� 10�6 m s�1)
Applied force
(N m�1)

0.650 5.92 72.9
0.835 5.24 72.2
0.825677 5.91568 e

0.662107 6.16699 e

0.660044 6.21015 e

1.182606 4.1603 e

1.050599 4.9557 e

0.998343 5.071892 89.566215
0.923470 5.432228 73.521024
0.914261 5.540580 69.993023
0.605170 6.218284 81.560014
0.682187 6.374850 81.877248
0.912553 4.775449 82.249730
10.613753 50.8611 62.868
0.887 4.74 e

0.870 5.20 e

1.20 3.75 e

0.77487 5.79275 e

1.343546 3.47284 e

0.8338571 5.3991 e

0.88 ± 0.20 5.28 ± 0.81 76.3 ± 7.6

ot-mean-square velocity without SDEM.

Gravitational rate of work
(W m�1)

Vrms

(� 10�6 m s�1)
Applied force
(N m�1)

e e 8.202
�1.08 � 10�8 6.94 7.40
1.27 � 10�9 6.94412 e

1.52 � 10�10 6.94432 13.6853
1.06 � 10�10 6.9446 3.03538
5.30 � 10�11 6.94452 3.92594
5.10 � 10�11 6.94446 4.07502
2.67 � 10�11 6.9444 e

5.38 � 10�8 6.930 11.90
1.60 � 10�8 5.76559 5.3557
1.90 � 10�9 6.01182 5.3556
�9.72 � 10�9 6.53312 5.1895
4.49 � 10�9 6.9468 4.1298
�7.22 � 10�8 6.93 1.62
7.97 � 10�11 6.94442 e

e 6.76 ± 0.37 6.0 ± 3.5

0 6.94444 7.9



Table A.7
Surface slopea evolution for experiment 2.

Code Resolution (elements) 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

cm of shortening

Elfen 3700e9000 e e e e e e 4 4 4 6 6 5 6 7 e e e e 4
Elfen 14700e15100 e e e e 6 10 13 14 12 10 9 10 10 10 6 6 7 6 6
GALE 128 � 32 e e e e e e e 2 2 3 5 6 8 8 8 5 6 6 6
GALE 256 � 64 e e e e e 9 15 20 5 6 6 6 e 7 7 e e 6
GALE 512 � 128 e e e e e 3 7 10 13 5 6 6 6 7 10 9 9 9 8
I3VIS 350 � 60 e e 10 14 15 20 5 7 8 8 9 11 10 10 10 9 8 9 9
I3VIS 700 � 60 23 30 15 19 9 9 12 14 15 16 8 7 7 9 8 8 8 8 8
I3VIS 3-D 9 cmb 350 � 30 � 90 e e e e 5 5 e 10 15 19 22 24 e 11 12 13 13 12 11
MILAMIN_VEP 250 � 40 e e e e 5 7 11 14 17 19 9 9 6 7 7 7 7 8 8
MILAMIN_VEP 350 � 60 e e e 5 9 16 18 5 6 7 8 9 11 6 6 7 6 7 7
MILAMIN_VEP 700 � 120 e e e 5 6 7 10 10 5 5 6 6 8 8 5 5 6 6 6
pTatin 128 � 32 e e e e e e e e 3 3 3 4 5 5 6 6 5 4 4
pTatin 256 � 44 e e e e e e e 3 4 3 4 5 5 e e e e e e

pTatin 512 � 128 e e e 8 13 18 7 6 6 6 e e e e e e e e e

SOPALE 250 � 40 e e e e 5 8 11 15 6 5 6 8 8 9 11 12 6 6 7
SOPALE 350 � 60 e e e e 8 13 16 6 7 8 9 10 12 13 e 7 7 8 9
SOPALE 500 � 120 e e e 5 7 10 14 13 5 6 6 6 6 7 10 10 7 6 7

a Values only listed for stages at which surface slope could reliably be determined. All measurements in degrees and average of 2 measures (S.B. and G.S.).
b Width of 3-D model measured along mobile wall. Surface slope measurements on section through middle of model domain. Measurements for I3VIS 3-D 9 cm are at 30.9,

37.0, 43.1, 49.2, 54.6, 62.9, 65.7, 74.4, 80.0, 84.6, 89.2, 95.5, and 100.3 mm of shortening.
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Table A.8
Dip anglesa of first shear zones for experiment 2.

Code Resolution (elements) Forward thrust Backward thrust

Shortening (cm) Bottom (�) Middle (�) Top (�) Shortening (cm) Bottom (�) Middle (�) Top (�)

Elfen 3700e9000 0.4 39 39 47 0.4 50 52 54
Elfen 14700e15100 0.4 40 40 40 0.4 44 44 44
GALE 128 � 32 0.4 44 44 44 0.4 45 45 45
GALE 256 � 64 0.2 40 43 45 0.2 43 43 43
GALE 512 � 128 0.4 27 33 39 0.4 34 37 42
I3VIS 350 � 60 0.2 39 40 42 0.2 43 43 43
I3VIS 700 � 60 0.2 39 42 42 0.2 43 45 50
I3VIS 3-D 9 cmb 350 � 30 � 90 0.6 38 38 38 0.6 40 40 40
I3VIS 3-D 18.6 cmb 350 � 30 � 186 0.6 33 34 34 0.6 42 42 42
MILAMIN_VEP 250 � 40 0.4 32 34 42 0.4 40 41 41
MILAMIN_VEP 350 � 60 0.4 27 29 36 0.4 43 45 45
MILAMIN_VEP 700 � 120 0.4 24 24 29 0.5 54 54 54
pTatin 128 � 32 0.75 e 41 40 0.75 e 40 39
pTatin 256 � 64 0.75 e 41 41 0.75 e 42 42
pTatin 512 � 128 0.5 e 45 45 0.5 e 40 40
SDEM 22185 ptcl 5.0 31 33 e 5.0 29 31 e

SDEM 44594 ptcl 2.0 30 31 32 2.0 41 40 e

SDEM 87936 ptcl 1.0 26 25 22 1.0 25 30 e

Sdvig 280 � 56 0.4 36 39 40 0.4 41 41 41
Sdvig 350 � 70 0.4 33 37 41 0.4 39 44 46
SOPALE 250 � 40 0.2 21 e 39 0.2 40 e 51
SOPALE 350 � 60 0.2 20 e 46 0.2 49 53 55
SOPALE 500 � 120 0.2 21 39 44 0.4 49 49 51

a All measurements average of 2 measures (S.B. and G.S.).
b Width of 3-D model measured along mobile wall. Dip measurements on section through middle of model domain.



Table A.9
Numbera of shear zones at 10 cm of shortening for experiment 2.

Code Resolution
(elements)

Forward thrusts
(number)

Backward thrusts
(number)

Elfen 3700e9000 4 5
Elfen 14700e15100 3 3
GALE 128 � 32 3 3
GALE 256 � 64 5 5
GALE 512 � 128 6 4
I3VIS 350 � 60 9 10
I3VIS 700 � 60 9 7
I3VIS 3-D 9 cm 350 � 30 � 90 5 4
I3VIS 3-D 18.6 cm 350 � 30 � 186 5 5
MILAMIN_VEP 250 � 40 4 4
MILAMIN_VEP 350 � 60 4 5
MILAMIN_VEP 700 � 120 4 6
pTatin 128 � 32 3 3
pTatin 256 � 64 6 2
pTatin 512 � 128 9 3
SDEM 22185 ptcl 4 2
SDEM 44594 ptcl 2 3
SDEM 87936 ptcl 3 2
Sdvig 280 � 56 5 2
Sdvig 350 � 70 4 2
SOPALE 250 � 40 5 3
SOPALE 350 � 60 5 5
SOPALE 500 � 120 5 3

Numerical averageb,c 5 ± 2 4 ± 2
Analogue averagec,d 4 ± 1 4 ± 2

a Shear zones that are recognisable in the finite deformation and strain plots at 10 cm shortening.
b Average of 2-D models.
c Rounded to integers.
d For sections through centre of models (Schreurs et al., 2016).

Table A.10
Quantification of experiment 3 at 10 cm shortening.

Code Resolution in sand
(elements)

Dissipation
(� 10�4 W m�1)

Gravitational rate of work
(�10�4 W m�1)

Vrms

(� 10�6 m s�1)
Applied force
(N m�1)

Elfen 3700e8800 e 1.05 4.52 32.1
Elfen 14700e15300 e 1.02 4.21 30.4
GALE 128 � 32 1.02109 0.831172 5.80677 e

GALE 256 � 64 0.957492 0.689957 6.03455 e

GALE 512 � 128 0.892108 0.699431 6.2645 e

I3VIS 350 � 60 1.33156 0.992048 4.7762 e

I3VIS 700 � 60 1.43868 0.755911 5.5941 e

MILAMIN_VEP 250 � 40 1.344738 1.100506 4.594150 28.957608
MILAMIN_VEP 350 � 60 0.956627 0.802562 5.991020 30.210429
MILAMIN_VEP 700 � 120 0.902563 0.758568 5.873762 29.745289
pTatin 128 � 32 1.318371 0.970080 6.113167 16.247551
pTatin 256 � 64 1.770843 1.114301 4.008796 25.496140
pTatin 512 � 128 1.582941 0.940965 4.221023 19.058124
Sdvig 210 � 42 1.84 1.11 4.78 e

Sdvig 280 � 56 1.92 1.20 4.55 e

Sdvig 350 � 70 1.55 1.14 4.80 e

SOPALE 200 � 40 1.309364 1.111828 4.552730 e

SOPALE 350 � 60 1.303263 1.058328 4.758593 e

SOPALE 400 � 75 1.254807 1.042812 4.742997 e

Average 1.33 ± 0.31 0.97 ± 0.16 5.06 ± 0.72 26.5 ± 5.5
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Table A.11
Surface slopea evolution for experiment 3.

Code Resolution (elements) 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

cm of shortening

Elfen 3700e8800 e e e 19 27 28 18 21 23 22 17 18 18 18 e e 8 9 9
Elfen 14700e15300 e e e 10 15 16 17 15 18 18 19 18 18 17 16 17 16 16 e

GALE 128 � 32 e e e e 13 18 22 26 27 20 21 24 25 25 20 20 17 18 12
GALE 256 � 64 e 11 22 30 16 17 22 25 26 19 20 22 e 17 18 19 19 20 20
GALE 512 � 128 e e 6 11 17 16 20 23 22 22 24 17 18 19 19 16 16 17 12
I3VIS 350 � 60 9 17 13 17 18 15 19 18 19 16 18 19 18 18 18 17 16 17 17
I3VIS 700 � 60 10 10 15 17 17 19 19 18 18 18 19 20 18 18 18 13 14 14 12
MILAMIN_VEP 250 � 40 e e e 9 16 19 13 15 20 18 17 18 21 17 19 20 22 19 18
MILAMIN_VEP 350 � 60 e e 8 11 17 20 19 20 22 14 17 20 20 18 20 21 e 10 10
MILAMIN_VEP 700 � 120 e e 9 9 12 13 13 11 11 12 13 13 8 9 10 11 12 13 13
pTatin 128 � 32 e e e e e e 20 24 27 27 27 23 23 23 e e e e e

pTatin 256 � 64 e 15 19 20 18 20 21 e e e e e e e e e e e e

pTatin 512 � 128 e e e 5 9 11 10 12 14 16 e 6 6 5 6 7 8 8 8
Sdvig 280 � 56 e e e e 16 16 18 21 22 24 18 19 19 19 20 22 20 21 20
Sdvig 350 � 70 e e 15 e 10 13 14 14 19 19 19 20 19 20 20 20 20 19 18
SOPALE 200 � 40 e 7 10 14 15 13 16 18 16 18 19 15 17 18 19 20 13 14 15
SOPALE 350 � 60 e e e 9 12 12 15 17 18 16 12 13 15 13 14 15 12 12 13
SOPALE 400 � 75 e e e e 8 7 8 10 12 13 9 13 17 13 14 15 12 11 12

a Values only listed for stages at which surface slope could reliably be determined. All measurements in degrees and average of 2 measures (S.B. and G.S.).

Table A.12
Dip anglesa of first shear zones for experiment 3.

Code Resolution (elements) Forward thrust Backward thrust

Shortening (cm) Bottom (�) Middle (�) Top (�) Shortening (cm) Bottom (�) Middle (�) Top (�)

Elfen 3700e8800 0.4 33 38 46 0.4 32 41 42
Elfen 14700e15300 0.4 35 37 38 0.4 39 38 38
GALE 128 � 32 0.4 46 43 40 0.4 40 42 40
GALE 256 � 64 0.2 36 38 42 0.2 36 40 43
GALE 512 � 128 0.2 32 40 45 0.2 26 37 41
I3VIS 350 � 60 0.21 38 38 37 0.21 38 39 41
I3VIS 700 � 60 0.2 40 39 39 0.2 38 38 40
MILAMIN_VEP 250 � 40 0.4 21 25 e 0.4 22 29 42
MILAMIN_VEP 350 � 60 0.4 24 24 35 0.4 22 22 38
MILAMIN_VEP 700 � 120 0.4 27 28 29 0.4 23 27 30
pTatin 128 � 32 0.5 38 42 41 0.5 39 43 44
pTatin 256 � 64 0.5 34 40 40 0.5 39 43 43
pTatin 512 � 128 0.5 21 36 37 0.5 39 42 44
Sdvig 280 � 56 0.4 34 38 46 0.4 38 40 42
Sdvig 350 � 70 0.4 15 32 41 0.4 21 35 40
SOPALE 200 � 40 0.4 38 41 41 0.4 30 42 43
SOPALE 350 � 60 0.5 26 35 41 0.5 28 26 37
SOPALE 400 � 75 0.4 25 25 33 0.4 18 31 38

a All measurements average of 2 measures (S.B. and G.S.).

Table A.13
Numbera of shear zones at 10 cm of shortening for experiment 3.

Code Resolution
(elements)

Forward thrusts
(number)

Backward thrusts
(number)

Elfen 3700e8800 6 2
Elfen 14700e15300 5 2
GALE 128 � 32 6 1
GALE 256 � 64 5 1
GALE 512 � 128 7 3
I3VIS 350 � 60 9 1
I3VIS 700 � 60 11 4
MILAMIN_VEP 250 � 40 6 1
MILAMIN_VEP 350 � 60 7 2
MILAMIN_VEP 500 � 120 7 3
pTatin 128 � 32 4 2
pTatin 256 � 64 7 4
pTatin 512 � 128 7 5
Sdvig 280 � 56 5 1
Sdvig 350 � 70 6 1
SOPALE 200 � 40 7 2
SOPALE 350 � 60 8 2
SOPALE 400 � 75 8 2

Numerical averageb 7 ± 2 2 ± 1
Analogue averageb,c 6 ± 1 1 ± 0

a Shear zones that are recognisable in the finite deformation and strain plots at 10 cm shortening.
b Rounded to integers.
c For sections through centre of models (Schreurs et al., 2016).
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0 5 10 15 20 25 30 cm

a) Traction boundary, remeshing every step

b) Boundary layer, remeshing every step

c) Boundary layer, remeshing every 50 steps

Figure B.33. Comparison of pTatin results for experiment 2 at 3.9 cm of shortening. a)
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Appendix B. Numerical sensitivity tests

We used experiment 2 to test the sensitivity of the wedge ex-
periments to the type of finite element (Fig. B.31), the time step
(Fig. B.32), the implementation of boundary friction (Fig. B.33a,b),
and the frequency of grid remeshing (Fig. B.33b,c) (section 5.5.1).
While the individual styles of the wedge experiments are mostly
preserved, these tests illustrate the intrinsic high sensitivity of
rigid-plastic wedge experiments to changes in numerical parame-
ters. In addition to the tests shown here, experiments 2 and 3 were
run at 2 to 3 different resolutions for each of the participating codes
(Figs. 9 and 22 and other results throughout in figures and tables).
Fig. 20 shows the effects of varying magnitude of basal friction
(section 5.5.2).
0 5 10 15 20 25 cm

Q1P0

Q2P1

Figure B.31. Comparison of experiment 2 at 6 cm of shortening for Q1P0 elements
(top) with linear velocity interpolation and constant pressure and Q2P1 elements
(bottom) with quadratic velocity and linear pressure. Models run with MILAMIN_VEP
at an elemental resolution of 350 � 60 elements in the sand domain.

0 5 10 15 20 cm

Δt 3.6 s

Δt 36 s

Δt 18 s

Δt 9 s

Figure B.32. Comparison of experiment 2 at 10 cm of shortening for time steps 3.6, 9,
18, and 36 s. 3.6 s was prescribed and used by most codes, Sdvig used 14.4 s and pTatin
36 s. Models run with SOPALE at an elemental resolution of 350 � 60 elements in the
sand domain.

Original model (e.g., Figs. 8, 10 and 11) with a shear traction frictional boundary and
grid remeshing every time step. b) Model with a frictional boundary layer and
remeshing every time step. Velocity is not interpolated from the old to the new mesh.
c) Model with a frictional boundary layer and remeshing every 50 time steps. Velocity
is interpolated from the old to the new mesh. Models run at an elemental resolution of
256 � 32 elements in the sand domain.
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